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| Aim of Experiment:   1. Familiar with the Bayes theorem. 2. Understand the implementation of the Bayes theorem in python. 3. Know how to use Naive Bayes for a practical task, e.g., text classification. 4. Master basic python programming, familiar with class inheritance, better handle dictionaries, lists and other data, and learn how to import training sets, import files; 5. Master the principle of naive Bayes and use naive Bayes to make spam classifiers; 6. Master how to handle zero probability data using Laplacian smoothing techniques and how to do it programmatically. |
| Experiment Content:  The main contents of naive Bayes spam classification experiment include data collection, data import, data preprocessing, feature extraction, model selection and training, model evaluation, parameter optimization, prediction and application. |
| Experiment Process：   1. Import data set:   Put the given data set in the file root directory; Import and store in the corresponding list;  spam\_files = os.listdir(os.path.join(DATA\_DIR, subfolder, 'spam'))     1. In the imported data set, we label spam 1 and non-spam 0;   Call function: X, y = get\_data(DATA\_DIR)创建类SpamDetector\_1：     1. Three functions are defined under this class:   The clean(self, s) function cleans text data;  The tokenize(self, text) function splits the text into a list of words;  The get\_word\_counts(self, words) function counts the frequency of words.  Then calculate the logarithmic prior probabilities of spam and non-spam：    Then walk through the training sample and corresponding labels and split the text:  If the term is not in vocab (vocabulary), it is added;  If the term is not in word\_counts[c] (the term counter for class c), initialize it to 0.0；     1. The selector is trained using a training set numbered after 100：      1. Define new classes to validate the test set：   Define related functions: calculate the probability of the word appearing in different scenarios; (Use Laplacian smoothing to calculate probabilities when necessary, i.e. zero probability events)  Where len(self.vocab) is the number of classes added to the smoothed denominator；    Add up the calculated P(content | spam) and P(content | normal mail)：    Add the prior probability:    Finally, if spam\_score > ham\_score, the value is 1, that is,spam     1. Test the training results：     Calculate the probability that a keyword appearing in a message is successfully tested as spam： |
| Data Logging and Processing:  Finally, I came to  the conditional probability of spam, the probability that the first and second rounds of mail are spam and non-spam, and the accuracy of the final judgment of the mail are: |
| Experimental Results and Analysis:  The experimental results are as follows:  In this experiment, my mail classification model based on naive Bayes theorem got 98% accuracy, and all the assertion codes were detected correctly.  Analysis:  The highly accurate mail classification model can provide users with a better mail filtering experience, help them quickly identify and process important emails, and filter out spam. This is very helpful for improving work efficiency and reducing the interference of spam to users. |
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注：1、报告内的项目或内容设置，可根据实际情况加以调整和补充。
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